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Introduction
Mamba is successful in various fields

However, Transformer’s eco-system is huge.
Once a large Transformer model is created, 

    it can be efficiently adapted to various tasks 
    with parameter-efficient fine-tuning (PEFT).  

Investigate, improve, and propose 

20 variations of 7 PEFT methods

Proposed PEFT methods specific to Mamba

Evaluation & Findings

Our contribution
• Check the availability of existing PEFT 

methods to Mamba
• Optimize them to Mamba with extensive 

exploration
• Propose PEFT methods specific to Mamba

PEFT for Mamba is needed to 

replace Transformer’s eco-system.

Overview

Partial tuning - tuning small parameters

  A, D, conv1d, cls_embed, bias, …

Additive method - add parameters

  affix-tuning, additional-scan, … 

Reparameterization method

  LoRA, partial-LoRA

Affix-tuning

  Add tokens before causal conv1d 

  and discard after selective scan

Additional-scan  

add learnable dimensions to the 

  hidden state in SSM 

Vtab-1K (vision, 1K training data)

Commonsense (language, 170K data)

(1)Mamba benefits from PEFT 

more than Transformers

larger improvement 
from full fine-tuning

apply LoRA on the partial weight of 
in_proj layer to generate feature X 

(2) LoRAp(X) is effective 

     with limited data

(3) Additional-scan is 

     effective with large data

(4) Affix-tuning is effective for 

     large Mamba models

Mamba 370M

(6) We should choose a suitable 

     PEFT method depending on the 

     computational budget

(5) LoRAp(X) is enough, and 

     adding LoRA to other 

     layers is harmful

Vim-S
Vtab Retinopathy

Vim-S 
VTab Avg.

(7) PEFT for Mamba can be 

     improved by adding more

     parameters

(8) In Hybrid PEFT, simply 

     combining individually high-

     performance methods, as many 

     previous works did, is inefficient

The Code is 
available!

different from Transformers
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